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Preparing for e-Commerce

 

First American Corporation Implements Cisco QoS Policy Manager to Protect Web-Based Financial Application

 

First American Corporation, with annual revenues of $2.8 billion, is setting out to transform the real estate information services 

market by moving title search, insurance processes, and other mortgage information to the web for customers to access directly. 

Because of its aggressive commitment to innovation in e-business, PC Week magazine selected First American number two in its 

1999 FAST@TRACK 100 list that recognizes technology innovators, chosen from more than 260,000 corporate information 

technology sites. 

To ensure its own 1100 branch offices nationwide would enjoy rapid response times to the company’s internal, web-based title 

insurance application––named FAST––First American implemented Cisco quality-of-service (QoS) features on the network, using 

Cisco QoS Policy Manager (QPM), see below. QoS provides strong protection of FAST traffic and have been a critical part of First 

American’s move to centralize operations and provide a common application accessible to all of its nationwide branch offices.

 

The Cisco QPM

 

 is a graphical user interface (GUI)- and rules-based policy 

manager that allows administrators to define, administer, manage, and distribute 

QoS policies automatically. QPM, running on Microsoft Windows NT, supports 

a comprehensive list of Cisco routers, Catalyst switches and software releases; and 

that device information can be downloaded from CiscoWorks 2000. QPM is the 

industry’s leading, award winning, directory-enabled policy manager supporting 

advanced features such as Common Open Policy Service (COPS), Resource 

Reservation Protocol (RSVP), and Voice. For more information on QPM, see 

http://www.cisco.com/warp/public/cc/pd/wr2k/qoppmn/prodlit/index.shtml
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Challenge

 

In 1998, First American Corporation set out to transform real estate information services by moving title search and insurance 

processes online. Over the last two years, the $2.8 billion Santa Ana, California, company has rolled out a series of Web sites that 

give mortgage lenders quick, online access to property files, tax information, credit reporting and other data that, until now, has 

been locked away on paper in file cabinets.

As part of its commitment to e-business, First American began to transform how its own branch offices accessed their 

mortgage-based information. For many years, First American operated in a decentralized manner––each region worked 

independently and built their own network infrastructures and applications.

With the growth of the web, First American saw the opportunity to centralize operations. This would allow it to dramatically 

cut costs incurred by each region by minimizing the IT resources required to develop applications and manage the infrastructure. 

First American IT personnel would develop the applications, manage and maintain them from a central location; branch offices 

would then only need to access the applications securely over the Web.

The initial application First American rolled out is named FAST, a title policy application. First American users access the 

application to conduct property searches and determine if properties have any encumbrances such as tax liens or undisclosed deed 

holders. Once this information has been uncovered, the FAST application generates a title policy based on the information.

The challenge First American faced in rolling out the application nationwide was region resistance. Because the regions were 

completely dependent on their previous home-grown application, many were unsure that they could rely on both the First American 

network and the FAST application. Therefore, First American had to convince the regions that its network had the performance and 

QoS capabilities needed to ensure each branch office had continuous and reliable access to the mission-critical FAST applications.

 

LAN Infrastructure

 

Santa Ana, the headquarters, contains the largest local-area network (LAN) and the centralized data center. All application servers 

are front ended by a Catalyst 6509, as shown in Figure 1. A Cisco 7206VXR and 7206 router running 12.0(7)T performs HQ 

routing functions. Desktop connectivity is provided through a two-layer hierarchy of Catalyst 6500 switches. Other location 

infrastructure equipment includes Cisco 4000, 3600, 2600, 2500, and 1600 series routers.

 

WAN Infrastructure

 

First American’s nationwide network is Frame Relay based and extends across the country, also illustrated in Figure 1, through core 

locations in Santa Ana, Seattle, Sacramento, Chicago, New York, and Houston, among others. The network is structured in a 

three-layer hierarchy consisting of a core, distribution and access layer. This three-tier network architecture provides First American 

with significant redundancy as well as higher core router performance.
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Figure 1 A Portion of First American’s Network, Illustrating Core, Distribution, and Access Layers. Red Circles Show Interfaces Where Classification was Implemented, 
While the Green Circles Show Where Congestion Management Enforcement was Implemented. 

 

The core layer, or backbone, consists of 16-7206 series routers running IOS 12.0(7)T and 2-7206VXR series routers running IOS 

12.0(7)T. The 7206VXR are deployed at the Santa Ana headquarters and Sacramento site. The backbone consists of two separate 

partially meshed Frame Relay clouds. Each cloud provides connectivity to half of the backbone sites with alternate “backup” private 

virtual circuits (PVCs) between the neighboring sites on each cloud. The primary access links to each site are full T1 circuits with 

1.536Kbps CIR. The alternate “backup” PVCs are full T1 circuits with 512Kbps CIR. 

The distribution routers aggregate traffic from the branch offices and then route the traffic to one of the 16 core routers. The 

distribution layer consists of one 7507 router running IOS 11.1(28)CC, two 7206 routers running IOS 12.0(3.4)T and numerous 

3640 routers running IOS 11.3(3a)T. 
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The access layer is made up of a large quantity of branch offices serviced by a variety of Cisco routers. The router platforms 

include 4000, 3640, 3620, 2600, 2500 and 2601 series routers running a variety of IOS ranging from 11.1.(12)AA to 11.3(10)T.

The FAST Web, application and database servers are housed at the data center at First American’s Santa Ana headquarters. 

FAST servers are front ended by a Catalyst 6509 switch, which connects to a Cisco 7206VXR router that performs the major routing 

functions within the headquarters. 

 

Protecting FAST Without Jeopardizing Background Traffic

 

A major decision facing First American was to determine which of many rich QoS mechanisms provided by Cisco, would best 

protect FAST traffic without severely limiting background traffic flows. This decision process was greatly simplified by the work of 

Netigy (www.netigy.com), a premier architect of eBusiness-ready networks and a Cisco ecosystem partner.

 

1

 

 “We captured live data 

from First American’s network and ran lab simulations to test the FAST response times under congested conditions using different 

QoS policies,” said Kevin Adams, Principal Consultant, Netigy. “We found that Custom Queuing,

 

2

 

 after several tests, worked best 

with FAST traffic, as it improved the FAST response times without adversely affecting background traffic,” said Adams. Custom 

queuing is a flexible traffic prioritization scheme that allocates a minimum bandwidth to specified types of traffic. You can create 

up to 16 of these custom queues. For custom queue interfaces, the device services the queues in a round-robin fashion, sending out 

packets from a queue until the byte count on the queue is met, then moving on to the next queue. This ensures that no queue gets 

starved, in comparison to priority queuing. 

“While our goal was clearly the protection of FAST traffic, we still had background traffic that was important to our 

operation,” says Ahmad Sidani, Network Manager, at First American. “Netigy’s lab simulations allowed us to analyze performance 

using the different options. We very pleased with the results.”

As shown in Figure 2, response times of the FAST application varied, depending on the type of queuing option used. One option 

was Priority Queuing and it provided the fastest response time of 27.98 seconds across the test script. With Priority Queuing, the 

high-priority queue is always emptied before the medium-priority queue, and so on. As a result, traffic in lower-priority queues 

might not be forwarded in a timely manner or be forwarded at all. Priority Queuing is recommend for short-lived high priority flows, 

otherwise a low priority queue can be starved out and never be allowed to transmit if there is a limited amount of available 

bandwidth or if the transmission frequency of the critical traffic is too high.

 

1. Netigy has dedicated QoS Policy Implementation practice, that involves a multi-step methodology (see http://www.netigy.com/expertise/thought/whitepapers/
index.html
2. CBWFQ (Class Based Weighted Fair Queuing) is another good queuing option; and is supported on IOS 12.0(5) and above. CBWFQ allows the exact specification of 
the bandwidth amount by traffic class, configures up to 64 classes, permits specification of queue limits, and provides options for drop mechanisms. Custom Queuing 
was used at First American, as many of the devices on are IOS release 11.X. More detailed information on specific QoS techniques is available at 
http://www.cisco.com/univercd/cc/td/doc/product/rtrmgmt/ciscoasu/class/qpm1_1/using_qo/c1plan.htm
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Figure 2  

 

But while Priority Queuing provided the best response times for FAST—one of First American’s key considerations––it severely 

impacted all background traffic, as shown in Figure 3. Using Priority Queuing, background response times shot up from just over 

1.36 seconds during congested conditions to 3.71 seconds. This occurred because Priority Queuing virtually starves the lower 

priority queues as long as FAST traffic is present.

 

Figure 3  
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FAST traffic response times under different queuing mechanisms. Two boundaries were established using two 
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added. (Note: The improved queued response times relative to the congested baseline are conservative because 
the congested traffic was a mixture of Web, e-mail, and FTP.  More dramatic improvements will be seen as back-
ground traffic is concentrated with more bandwidth-consumptive traffic, such as Web traffic.

Response times for background traffic, when FAST is queued. The optimal response time, for FAST and the background
traffic, was achieved with custom queuing setting 80% bandwidth to FAST and 20% to background traffic. Custom queuing, 
versus priority queuing, did not as dramatically increase background traffic response time.
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Netigy then simulated the traffic using Custom Queuing in different modes: one with FAST traffic guaranteed 80 percent of the 

bandwidth, and background traffic allocated the remaining 20 percent; and one with the weightings evenly matched at 50/50. First 

American also looked at Weighted Fair Queuing (WFQ). Custom Queuing, with the 80/20-percent, was selected for First American 

as it had the best compromise between improving response time for FAST, and maintaining an acceptable response time for the 

background traffic. When FAST packets reach the wide-area network (WAN) router they are placed into a separate queue that 

provides 80 percent of the bandwidth, providing extremely high throughput.

To classify or “color” the packets, First American used the source IP address to set the IP Precedence bits of FAST traffic to 

“4.” This option was selected because all FAST applications run on dedicated servers. Other classification options include host 

name, Transmission Control Protocol (TCP)/User Datagram Protocol (UDP) port numbers, and URL. 

QoS classification and coloring, for example, are now implemented on First American’s access routers in Chicago and Riverside 

and on the Catalyst 6509 switches that front-end the FAST servers at Santa Ana headquarters (see Figure 1). Custom Queuing occurs 

on selected ports of the 7206 core routers in Chicago, Sacramento, and Santa Ana, and on the egress port of the Cisco 4000 access 

router in Riverside and the Cisco 7507 router in Santa Ana. 

“We’ve been very impressed with the power of Cisco QoS features on congested links,” says Ahmad.”While some of our links 

are not currently at full capacity, the fact that QoS is now in place prepares us for the growth we’re expecting. As more and more 

of our branch offices add traffic onto the WAN, the network will experience congestion; we now know that the FAST application 

will maintain strong response times. What’s more, the QoS functionality reassures our regions that they can migrate to FAST and 

feel confident that the performance and reliability they need will be there.”

 

Policies Implemented Using QPM

 

Another decision facing First American was how to implement QoS without laboriously and manually, using the Command Line 

Interface (CLI), configuring each router and switch. First American decided to purchase the award-winning QoS Policy Manager 

from Cisco. “QPM made implementing new policies easy by automating the distribution of policies to all the routers on the 

network,” says Ahmad. “This allows us to concentrate on building more effective policies, rather than on the tedious and 

error-prone work of how to implement them.”

As QoS policies are distributed to network devices, they are converted, by QPM, into specific classification, queuing, limiting, 

and shaping configuration commands, reducing the complexity of configuring a mix of QoS features across a myriad of different 

devices, Cisco IOS versions, and Catalyst OS releases.

Figures 4 and 5 show the QPM GUI for the classification and enforcement policies, for First American.
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Figure 4 Shows Classifying FAST Traffic Based Upon Source IP Address, then Marking or Coloring FAST Packets to IP Precedence=4

Figure 5 Shows Queuing of FAST Traffic, Using Custom Queuing Setting Bandwidth to 80-Percent for FAST, for Packets that are Marked with IP Precedence=4 

Device table downloaded
from CiscoWorks2000

Easy to remember policy name:
Classify FAST traffic by coloring IP
precedence to 4

Action after classification
is to color FAST traffic to
IP precedence=4

Classification based
upon protocol=IP and
Source IP Address of
FAST servers

Summary of
QoS policy
conditions

Device groups created for Access,
Core, and Distribution layers

80% of
bandwidth is
set for FAST
application

Name of enforcement
policy is custom 
queuing set to 80%
when IP Precendence=4

Pop-up window used
to set Custom Queuing
to 80%



 

Copyright © 2000, Cisco Systems, Inc. All rights reserved. Printed in the USA. Catalyst, Cisco, Cisco IOS, Cisco Systems, and the Cisco Systems logo are registered trademarks of Cisco Systems, Inc. or its affiliates
in the U.S. and certain other countries. All other trademarks mentioned in this document are the property of their respective owners. The use of the word partner does not imply a partnership relationship between
Cisco and any other company. (0007R) 09/00  BW6583

 

Cisco Systems has more than 190 offices in the following countries. Addresses, phone numbers, and fax numbers are listed on the

 

C i s c o . c o m  W e b  s i t e  a t  w w w . c i s c o . c o m / g o / o f f i c e s .

 

Argentina • Australia • Austria • Belgium • Brazil • Canada • Chile • China • Colombia • Costa Rica • Croatia • Czech Republic • Denmark • Dubai, UAE
Finland  • France  • Germany  • Greece  • Hong Kong  • Hungary  • India • Indonesia • Ireland • Israel • Italy • Japan • Korea • Luxembourg • Malaysia
Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland • Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Singapore
Slovakia  • Slovenia  • South Africa  • Spain  • Sweden  • Switzerland  • Taiwan  • Thailand  • Turkey  • Ukraine  • United Kingdom • United States • Venezuela

 

Corporate Headquarters

 

Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
www.cisco.com
Tel: 408 526-4000

800 553-NETS (6387)
Fax: 408 526-4100

 

European Headquarters

 

Cisco Systems Europe
11, Rue Camille Desmoulins
92782 Issy Les Moulineaux 
Cedex 9
France
www.cisco.com
Tel: 33 1 58 04 60 00
Fax: 33 1 58 04 61 00

 

Americas Headquarters

 

Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
www.cisco.com
Tel: 408 526-7660
Fax: 408 527-0883

 

Asia Pacific Headquarters

 

Cisco Systems Australia, Pty., Ltd
Level 17, 99 Walker Street
North Sydney
NSW 2059 Australia
www.cisco.com
Tel:  61 2 8448 7100
Fax:  61 2 9957 4350


